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Abstract—A key challenge in scientific simulation is that the simulation outputs often require intensive I/O and storage space to store the results for effective post hoc analysis. This paper focuses on a quality-aware adaptive temporal data selection and reconstruction problem where the goal is to adaptively select simulation data samples at certain key timesteps in situ and reconstruct the discarded samples with quality assurance during post hoc analysis. This problem is motivated by the limitation of current solutions that a significant amount of simulation data samples are either discarded or aggregated during the sampling process, leading to inaccurate modeling of the simulated phenomena. Two unique challenges exist: 1) the sampling decisions have to be made in situ and adapted to the dynamics of the complex scientific simulation data; 2) the reconstruction error must be strictly bounded to meet the application requirement. To address the above challenges, we develop DeepSample, an error-controlled convolutional neural network framework, that jointly integrates a set of coherent multi-branch deep decoders to effectively reconstruct the simulation data with rigorous quality assurance. The results on two real-world scientific simulation applications show that DeepSample significantly outperforms other state-of-the-art methods on both sampling efficiency and reconstructed simulation data quality.

Index Terms—Big Scientific Simulation Data, Adaptive Temporal Data Selection and Reconstruction, Multi-branch Decoder Network

1 INTRODUCTION

WITH the unprecedented computational power of supercomputers and advanced simulation modeling techniques, scientific simulation is a pivotal research paradigm to study the complex physical phenomena across engineering and scientific disciplines [1]. Examples of such applications include the air pollution simulation for greenhouse gas emission modeling [2], high energy cosmic ray simulation for cosmology studies [3], and fluid dynamics simulation for cardiovascular medicine research [4]. A key challenge in scientific simulation is that the outputs of the simulation experiments are often time-varying and high-dimensional data with high-velocity and large-volume [5], which require extensive resources (e.g., I/O bandwidth and storage space) to store sufficient timesteps for accurate post hoc analysis [6]. For example, in a high-fidelity climate simulation, an average of 260 TB time-varying 3D simulation data is generated by the simulation model every 16 seconds [7]. As a result, the climate simulation model requires an average of 16.25 TB/s I/O speed to support this application. However, the peak output rate for the current parallel file system in high-performance computing (HPC) systems is only 2.5 TB/s [8]. Therefore, such a large gap between the intensive data requirement from scientific simulations and the I/O bottleneck of the current HPC systems presents a critical challenge for the big data community.

Previous efforts have been made to address the I/O and storage bottleneck in scientific simulations. Common practices include uniform sampling and averaging [9], stratified random sampling [10], content-aware adaptive sampling [11], and bitmap indexing [12]. However, a key limitation of these solutions is that a significant amount of simulation timesteps are either discarded or aggregated during the sampling process, which could hinder the scientists from building accurate models for the studied phenomena in the post hoc analysis [13]. There also exist some recent efforts in lossy compression that compress the data sample at each timestep to reduce the I/O overhead [5], [14]. However, those solutions mainly focus on reducing the data size at the spatial dimension and miss the opportunity to reduce the data size in the temporal dimension. As a result, they could be insufficient to meet I/O requirements of the long-term and large-scale scientific simulation applications.

In this paper, we study the in situ quality-aware adaptive temporal data selection problem in scientific simulations. In particular, our problem aims to adaptively select samples from the streaming simulation data at certain timesteps (i.e., key timesteps) in situ and reconstruct the discarded samples during post hoc analysis to meet certain quality requirements (e.g., quality bounds) of the application. The key timesteps need to be a small fraction of the total timesteps in the simulation process to reduce the requirements on I/O bandwidth and storage space. Meanwhile, the reconstructed data quality from the selected data samples has to ensure the expected post hoc analysis performance of the simulated scientific applications [14]. Two unique challenges exist in solving the quality-aware adaptive temporal data selection...
problem, which are elaborated as follows.

In situ Adaptive Sampling for Complex Simulation Data: The scientific simulation data are known to be high-dimensional and large-volume with nonlinear and complex temporal correlations [5]. The key question here is how can we identify the key timesteps for sampling in situ to achieve the objective of maximizing the number of discarded samples while ensuring the reconstructed data quality? The current solutions in scientific simulations often require the access to a large volume of data samples to learn the complex temporal correlations to address the above question [15], [16]. However, those approaches introduce a non-trivial I/O and storage overhead which is not affordable for the big data scientific simulations we studied in this paper. The adaptive sampling technique for streaming data processing could be applied to address the above challenge [17], [18]. However, such a technique is often designed for specific signal and data processing tasks (e.g., streaming data summarization, entropy-driven checkpoint detection) and is difficult to be adapted to the high-dimensional massive simulation data samples. Therefore, an in situ adaptive data selection scheme that can effectively sample and reconstruct the complex streaming simulation data is yet to be developed.

Error-controlled Non-uniform Data Reconstruction: The second challenge lies in ensuring an error-controlled data reconstruction from the data samples that are adaptively (non-uniformly) sampled at the key timesteps. Such an error-controlled data reconstruction is essential for the accurate modeling in post hoc analysis [19]. However, two important limitations exist in the current solutions to address such a challenge. First, current data reconstruction solutions in scientific simulations primarily focus on optimizing the reconstructed data quality without a rigorous guarantee (e.g., performance bounds) on the reconstructed data quality [13], [20]. Second, current solutions in temporal scientific simulation data reconstruction are mainly designed based on the assumption that the simulation data is uniformly sampled [21]. This is because those solutions require a fixed sampling window to determine the structure of the neural networks before the network optimization process [22]. Such a limitation makes those approaches incapable of recovering the simulation data sequence using samples from the non-uniformly distributed key timesteps that are critical to accommodate the dynamics and provide quality assurance for the reconstructed data.

To address the above challenges, we develop DeepSample, an error-controlled deep data sampling and reconstruction scheme to solve the in situ quality-aware adaptive temporal data selection problem in scientific simulations. In particular, we develop a quality-aware data sampling framework that makes online sampling decisions to adaptively select data samples from the key timesteps by leveraging the estimated data reconstruction quality from a novel deep estimation network. Furthermore, we develop an error-controlled convolutional neural network architecture that integrates a set of coherent multi-branch deep decoders to effectively reconstruct the discarded data samples with rigorous data quality bounds. To the best of our knowledge, DeepSample is the first error-controlled deep learning approach to solve the adaptive temporal data sampling and reconstruction problem with quality assurance in scientific simulations. We evaluate DeepSample through two real-world scientific simulation applications (i.e., Shear Boundary Layer and Shallow Cumulus Convection). The evaluation results show that our DeepSample consistently outperforms the state-of-the-art baselines by simultaneously achieving better sampling efficiency and reconstructed data quality under various application scenarios.

2 RELATED WORK

2.1 Scientific Simulation Data Management

Driven by the advent of recent high-performance computing and simulation modeling techniques, scientific simulation has been established as a powerful and scalable paradigm to study the complex real-world phenomena in many scientific and engineering disciplines [1]. Our paper focuses on the effective simulation data management and analysis in large-scale scientific simulations [23]. Examples of those applications include flexible I/O design for heterogeneous runtime platforms [24], fast lossy compression and recovery of high throughput simulations [25], and in situ visualization of ultra-scale scientific simulations [9]. Several key challenges exist in these applications. Examples include high data velocity and dimensionality, model portability, and system scalability [26]. However, the quality-aware adaptive data selection problem remains to be an open problem in scientific simulation data management and analysis. In this paper, we develop a novel error-controlled deep data sampling and reconstruction framework to address this problem by adaptively sampling the simulation data at key timesteps to effectively reduce the I/O and storage overhead while ensuring the desirable reconstructed data quality.

2.2 Data Sampling and Reconstruction for Scientific Simulations

Previous efforts have been made to address the data sampling and reconstruction problem in scientific simulation applications [5], [13], [14], [15], [16], [20]. Examples of those solutions include uniform data sampling and reconstruction [13], [20], adaptive key step selection [15], [16], and lossy compression [5], [14]. For example, Han et al. developed a 3D deep temporal super-resolution approach to reconstruct the time-varying simulation data sequence from the uniform samples using recurrent neural networks [13]. Zhou et al. proposed a deep data reconstruction framework to preserve the structural integrity of the simulation outputs during the data reconstruction process using convolution neural networks [20]. However, those data reconstruction approaches can not be adopted to work with the non-uniform samples that are essential to provide quality assurance of the reconstructed data [22]. On the other hand, there exist several efforts on adaptive key timestep selection in scientific simulations [15], [16]. For example, Tong et al. proposed a dynamical temporal sample framework to retrieve the most salient timesteps from large-scale time-varying simulation datasets using dynamic time warping [15]. However, those adaptive sampling approaches require to access all simulation data to effectively identify the key timesteps and introduce a non-trivial I/O and storage overhead. There
also exist a couple of recent efforts in lossy compression that are designed to reduce the simulation data size at each timestep to reduce the I/O overhead [5], [14]. However, those lossy compression approaches mainly focus on reducing the data size at the spatial dimension but miss the opportunity to reduce the data size in the temporal dimension. As a result, they could be insufficient to reduce the I/O overhead for the long-term and large-scale scientific simulations. In contrast, our paper focuses on adaptively selecting a small fraction of samples from the streaming simulation data in situ and effectively reconstructing the discarded samples during post hoc analysis to meet the data quality requirements of the application.

2.3 Deep Learning for Scientific Simulation Data

Our work is also related to the growing trend of utilizing deep learning techniques in scientific simulation data management and analysis including particle tracing, streaming lines clustering, noise reduction, and parameter space exploration [6], [27], [28], [29]. For example, Han et al. proposed a deep clustering approach to select the streamlines using generative adversarial networks [6]. To the best of our knowledge, DeepSample is the first error-controlled multi-branch deep decoder network approach to solve the adaptive data sampling and reconstruction problem with quality assurance in scientific simulations.

3 Problem Definition

In this section, we formally define the quality-aware adaptive temporal data selection problem in scientific simulations.

**Definition 1. Simulation Data (D):** We define \( D = \{ D_1, D_2, \ldots, D_T \} \) to represent the simulation data (e.g., 3D volume data of weather simulations) generated by a scientific simulation model, where \( D_t \) indicates the simulation data generated at timestep \( t \). \( T \) is the total number of timesteps in the scientific simulation application.

**Definition 2. Selected Set (S):** We define \( S \) to represent the set of simulation data selected from the entire simulation data sequence \( D \), which is used to reconstruct the discarded simulation data samples during the post hoc analysis. In particular, we define \( S = \{ D_1^S, D_2^S, \ldots, D_I^S \} \). \( I \) is the total number of simulation data samples in \( S \). Mathematically, we have:

\[
S \subset D, \text{ where } I < T
\]

**Definition 3. Discarded Set (X):** We defined \( X \) to represent the simulation data discarded during the in situ selection process. In particular, we define \( X = \{ D_1^X, D_2^X, \ldots, D_J^X \} \). \( J \) is the number of discarded data samples in \( X \). Mathematically, we have:

\[
D = X \cup S, \text{ where } T = I + J
\]

**Definition 4. Reconstructed Set (\( \hat{X} \)):** We define \( \hat{X} \) to represent the reconstructed simulation data for all simulation data discarded in the discarded set \( X \). In particular, we define \( \hat{X} = \{ \hat{D}_1^X, \hat{D}_2^X, \ldots, \hat{D}_J^X \} \), where \( \hat{D}_j^X \) indicates the reconstructed simulation data for \( D_j^X \). Note that the size of the reconstructed set \( \hat{X} \) is the same as the size of the discarded set \( X \).

**Definition 5. Reconstruction Quality Bound (\( \theta \)):** We define \( \theta \) to represent the reconstruction quality bound for a specific scientific simulation application (e.g., a predefined peak signal-to-noise ratio (PSNR) or structural similarity index measure (SSIM) [30] threshold that meets the specific application requirement for the post hoc analysis). Our goal is to ensure the reconstructed data quality strictly meets the reconstruction quality bound \( \theta \) during the data reconstruction process.

**Definition 6. Discard Ratio (\( \alpha \)):** We define \( \alpha \) to represent the ratio for the number of simulation data samples in the discarded set \( X \) over the number of simulation data samples at all time steps \( D \) as follows:

\[
\alpha = \frac{|X|}{|D|} = \frac{J}{T}
\]

Given the above definitions, the goal of our adaptive temporal data selection problem is to dynamically select a subset of simulation data samples which can be used to effectively reconstruct the discarded samples that meets the reconstruction quality bound. Using the definitions above, our problem is formally defined as:

\[
\arg \max_{S} (\alpha|D, \theta), \text{ while } F(\hat{X}, X) \geq \theta
\]

where \( F \) is as a function to evaluate the quality of the reconstructed simulation data (e.g., PSNR and SSIM). This problem is challenging considering that the adaptive data selection decisions have to be made in situ given the complex high-dimensional, large-volume and time-varying scientific simulation data and the strict reconstruction quality bound requirement to the reconstructed simulation data quality. In this paper, we develop the DeepSample scheme to address these challenges, which is elaborated next.

4 Solution

In this section, we present the DeepSample framework to address the quality-aware adaptive temporal data selection problem in scientific simulation applications. We first present an overview of the framework and then discuss its components in details. In the end, we summarize the DeepSample framework in pseudocode.
4.1 Overview of DeepSample Framework

DeepSample is an error-controlled multi-branch convolutional neural network framework to adaptively identify the key timesteps in scientific simulation outputs that can be used to effectively reconstruct the discarded data samples with desirable quality assurance. An overview of DeepSample is shown in Figure 1. It consists of two major modules:

- **Error-Controlled Adaptive Sampling (ECAS):** it designs an error-controlled adaptive sampling mechanism that performs in situ data sampling to dynamically select the simulation data on demand to meet the reconstruction quality requirement of the application.
- **Multi-Branch Deep Data Reconstruction (MDDR):** it develops a multi-branch deep convolutional neural network architecture to effectively reconstruct the discarded data samples during post hoc analysis through a novel one-to-many deep encoder-decoder design.

Figure 1. Overview of the DeepSample Framework

4.2 Error-Controlled Adaptive Sampling

In this subsection, we present the ECAS module in DeepSample to adaptively select the data samples in order to meet the expected reconstruction quality bound specified by the application. We first start with a few key definitions that will be used in our ECAS module.

![Diagram of key sampling concepts](image)

In particular, the ECAS module aims to adaptively identify the sampling window (i.e., a series of data samples between two consecutive data selection operations (see Figure 2)), where ECAS only selects the data samples at the starting timestep of each sampling window (i.e., \( D_m \)) into the selected set \( S \) (Definition 2) and discards all data samples at the intermediate steps (i.e., \( \{ D_{m+1}, D_{m+2}, \ldots, D_{m+n} \} \)) to reduce I/O bandwidth and storage overhead. At the post hoc stage, DeepSample reconstructs \( \{ D_{m+1}, D_{m+2}, \ldots, D_{m+n} \} \) using \( D_m \) and \( D_{m+n+1} \) from the starting timesteps of two consecutive sampling windows. In particular, our adaptive sampling scheme makes the sampling decision by maximizing the number of discarded samples in the intermediate timesteps (i.e., minimizing the I/O bandwidth and storage overhead) under the reconstruction quality bounds for each sampling window. We will provide details on how to dynamically identify the sampling window in the rest of this subsection. Please also note that the data samples at the first and last timesteps of a simulation application are selected into the selected set \( S \) by default.

**Definition 7. Selected Data Sample (SS):** We define \( SS \) to represent the data sample selected at the sampling timestep in a sampling window (e.g., \( D_m \)).

**Definition 8. Consecutively Selected Data Samples (CS):** We define \( CS \) to represent a pair of consecutively selected data samples (e.g., both \( D_m \) and \( D_{m+n+1} \)).

**Definition 9. Discarded Data Samples (DS\( ^n \)):** We define \( DS^n \) to represent the \( n \) data samples between two consecutive data sampling timesteps that are discarded during the sampling process (e.g., \( \{ D_{m+1}, D_{m+2}, \ldots, D_{m+n} \} \)).

We further define a temporal data reconstruction function as follows:

**Definition 10. Temporal Data Reconstruction Function (\( R \)):** We define \( R \) to be a temporal data reconstruction function that reconstructs the discarded data samples at \( n \) intermediate timesteps using the selected data samples from two consecutive sampling timesteps as follows:

\[
\hat{DS}^n = \{ \hat{D}_{m+1}, \hat{D}_{m+2}, \ldots, \hat{D}_{m+n} \} = R(D_m, D_{m+n+1})
\]

where \( \hat{DS}^n \) represents the reconstructed data samples at the intermediate timesteps. For example, \( \hat{D}_{m+1} \) indicates the reconstructed sample at timestep \( m+1 \). We will discuss the detailed design of \( R \) that maximizes the reconstructed data quality in the next subsection.

With \( \hat{DS}^n \), we can compute the reconstructed data quality as follows:

\[
\mathcal{F}(\hat{DS}^n, DS^n)
\]

where \( \mathcal{F} \) represents the quality metric (e.g., PSNR, CSIM). If the reconstructed data quality \( \mathcal{F}(\hat{DS}^n, DS^n) \) meets the quality bound \( \theta \) (defined in Definition 5), i.e., \( \mathcal{F}(\hat{DS}^n, DS^n) \geq \theta \), the ECAS module only needs to save the data samples at the sampling timesteps and discard all the samples at the intermediate timesteps to save the I/O bandwidth and storage space. In particular, our adaptive sampling scheme makes the sampling decision by maximizing the number of discarded samples in the intermediate timesteps (i.e., \( n \)) to meet the reconstruction quality bounds:

\[
\arg \max_{D_m, D_{m+n+1}} (n, \mathcal{F}(R(D_m, D_{m+n+1}), DS^n) > \theta) = \{ D_{m+1}, D_{m+n+1} \}
\]

where \( S \) is the sampled set during the adaptive sampling process (Definition 2). We observe that the discard ratio
of our scheme depends heavily on the temporal data reconstruction function $\mathcal{R}$. For example, if $\mathcal{R}$ can accurately reconstruct the discarded data samples even when $n$ is large, our scheme can achieve a high discard ratio. In addition, $\mathcal{R}$ should also be able to work with sampling windows of varying sizes in order to support the adaptive sampling decisions. We elaborate the design details of such an effective temporal data reconstruction function $\mathcal{R}$ below.

### 4.3 Multi-Branch Deep Data Reconstruction

In this section, we present the detailed design of the temporal data reconstruction function $\mathcal{R}$ we introduced in the ECAS module. In particular, we design a multi-branch deep reconstruction network in DeepSample to effectively reconstruct all discarded data samples. Our MDDR design aims to address a key limitation of the current deep temporal data reconstruction solutions in scientific simulations: they can only reconstruct simulation data when the data is uniformly sampled (i.e., the length of the sampling window is fixed). This is because those solutions require the fixed size of the sampling window to determine the structure of the neural networks before the network optimization process. In particular, the learned weights in the optimized network instances become invalid if the size of the sampling window changes after the network optimization process. Such a limitation makes those approaches incapable of dynamically maximizing the number of discarded data samples (i.e., $n$) to effectively reduce the I/O bandwidth and storage overhead.

Our MDDR module is designed to address the above limitation. In particular, the MDDR consists of two types of neural networks: an extraction network ($\mathcal{EN}$) and a set of reconstruction networks ($\mathcal{RN}$). The overall architecture of the multi-branch network design is shown in Figure 3. In our MDDR module, the extraction network $\mathcal{EN}$ and the reconstruction network $\mathcal{RN}_n$'s work collaboratively to learn a deep data reconstruction model that can concurrently reconstruct the discarded intermediate data samples given different sizes of sampling windows. In particular, the $\mathcal{EN}$ first extracts both high-level (e.g., objects and patterns) and low-level (e.g., colors and textures) visual features from the simulation data samples at two consecutive sampling timesteps. The $\mathcal{EN}$ captures the complex non-linear temporal evolution in the simulation data sequence. Then each $\mathcal{RN}_n$ explicitly fuses the visual features and temporal evolution extracted by $\mathcal{EN}$ to reconstruct the discarded data samples from sampling windows with different sizes (e.g., $\mathcal{RN}_n$ reconstructs the discarded data samples for $n$ intermediate timesteps). To the best of our knowledge, the MDDR is the first multi-branch deep reconstruction architecture that introduces a novel one-to-many deep encoder-decoder design to simultaneously reconstruct the discarded data samples with time varying sampling window sizes. We first formally define the extraction network $\mathcal{EN}$ and the reconstruction network $\mathcal{RN}$ as follows:

**Definition 11. Extraction Network (EN):** we define $\mathcal{EN}$ as a mapping network to extract visual features (e.g., objects and patterns, color and texture distributions) from the simulation data at two consecutive sampling timesteps and capture the complex temporal evolution and non-linear dynamics in the data sequences as follows:

$$V^{CS} = \mathcal{EN}(CS) \tag{8}$$

where $V^{CS}$ is used to represent the extracted visual features and temporal evolution from the selected data samples at the consecutive sampling timesteps.

We present the detailed layer-wise architecture design of $\mathcal{EN}$ in the (A) of Figure 4. It contains a stack of convolutional layers connected with a set of residual blocks that provide sufficient network depth to extract the visual features and capture the complex evolution of the simulation data from the consecutively selected data samples. In addition, we also design a set of loss functions to ensure that the $\mathcal{EN}$ is capable of accurately capturing the visual features and complex evolution. We also enable the skip connection to the extraction network (i.e., the dotted lines in Figure 4), which is designed to forward different levels of visual features (e.g., high-level visual features including objects and patterns, and low-level features including colors and textures) extracted by $\mathcal{EN}$ to $\mathcal{RN}$. The different levels of visual features then can be utilized by $\mathcal{RN}$ to reconstruct the discarded data samples at the intermediate timesteps.

**Definition 12. Reconstruction Network (RN):** We define $\mathcal{RN}_n$ as a reconstruction network that reconstructs the discarded data at intermediate timesteps using the visual features $V^{CS}$ extracted by $\mathcal{EN}$:

$$\hat{DS}^{n_0} = \mathcal{RN}_n(V^{CS}) \tag{9}$$

where $\hat{DS}^{n_0}$ is the reconstructed data samples for $n$ intermediate timesteps.

We present the detailed layer-wise architecture design of $\mathcal{RN}$ in (B) of Figure 4. In particular, the reconstruction network consists of a set of deconvolution layers that reconstruct the simulation data by gradually adding the fine-grained visual features at different levels to the reconstructed data samples. In addition, $\mathcal{RN}$ also includes a set of convolution layers that fuse different levels of visual features extracted by $\mathcal{EN}$ through skip-connections. This is done to ensure all levels of visual features are successfully preserved in the reconstructed data samples at all intermediate timesteps.

Our next question is how to learn the optimal instances of all networks in DeepSample to jointly maximize the reconstructed data quality with the dynamic sampling window. To address this question, we define the reconstruction loss $\mathcal{L}_{rec}^{\mathcal{EN},\mathcal{RN}_n}$ for $\mathcal{EN}$ with $\mathcal{RN}_n$, as follows:

$$\mathcal{L}_{rec}^{\mathcal{EN},\mathcal{RN}_n} : \mathcal{L}_{voxel}(DS^{n_0}, \mathcal{RN}_n(\mathcal{EN}(CS))) \tag{10}$$

where $\mathcal{L}_{voxel}$ is the voxel-based reconstruction loss.
where $CS$ represents the selected data samples at two consecutive sampling timesteps. $L_{\text{vexel}}$ indicates the voxel-wise mean square error (MSE) loss [31] that measures the voxel-wise value differences between the original and reconstructed simulation data samples. Intuitively, $L^{EN,RN}_{\text{vexel}}$ is designed to ensure the stable performance of $EN$ and $RN_n$ in reconstructing the high-quality discarded data samples. Finally, we combine the reconstruction loss functions for all reconstruction networks to derive the final loss $L^{EN,RN}_{\text{final}}$ for the MDDR module as follows:

$$L^{EN,RN}_{\text{final}} = \sum_{n=1}^{N} L^{EN}_{\text{vexel}}(DS^{n}, RN_n(EN(CS)))$$ (11)

where $N$ indicates the number of reconstruction networks in the MDDR module. Ideally, $N$ is set to be the size of the whole simulation data to cover discarded data samples with all possible sizes. However, it is infeasible to maintain such a large number of reconstruction networks in practice. Therefore, the end users of our model need to set the maximum number of reconstruction networks (i.e., $N$) based on the available memory space to maintain the MDDR network [32]. In practice, we recommend setting a larger $N$ if the memory space permits, since it allows more data samples to be potentially discarded in each sampling window and could potentially lead to higher discarded ratios. We also add a parameter study in Section 5.3.6 to study the performance of our DeepSample scheme by varying the number of reconstruction networks.

Using the above loss function, we can learn the optimal instances (i.e., $EN^*, RN^*_n$) of all networks using the Adaptive Moment Estimation (ADAM) optimizer [33]. Finally, we use $EN^*$ and $RN^*_n$ to reconstruct the data samples with the dynamic sampling windows as follows:

$$DS^k = RN^*_n(EN^*(CS))$$ (12)

Our MDDR design guarantees the reconstruction quality bound $\theta$ through an iterative quality assurance process during the in situ sampling stage. In particular, we use every reconstruction branch of the pre-trained network instances ($EN^*, RN^*_n$) to examine the reconstruction data quality in order to make a sampling decision (i.e., a data sample is selected or discarded). In the best-case scenario, the reconstruction network $RN^*_n$ with the longest reconstruction timestep interval from all reconstruction networks in MDDR (i.e., $RN^*_n$ with the largest $n$) can reconstruct intermediate timesteps while meeting the designated quality bound $\theta$. In the worst-case scenario where none of the reconstruction network outputs meets the quality bound $\theta$, our scheme does not discard any timesteps. In such a case, our scheme does not need to reconstruct any discarded data, thus the quality bound $\theta$ is still satisfied. In all cases, the quality bound is guaranteed when we reconstruct the discarded data samples using the same network instances ($EN^*$, $RN^*_n$) during the post hoc reconstruction stage as the ones we used to examine the reconstruction quality during the in situ sampling stage.

### 4.4 Summary of DeepSample Framework

Finally, we further summarize the detailed execution steps of DeepSample in Algorithm 1. In particular, DeepSample includes three main phases in performing the in situ adaptive temporal data sampling and reconstruction as follows:

**Model training phase**: The objective is to train an optimized multi-branch deep data reconstruction network ($EN^*$ and $RN^*_n$) in MDDR that will be used for both in situ sampling and post hoc reconstruction. Following the deep model training procedure of scientific data [6], the training data can be obtained from a pre-run of the simulation model with different simulation parameter settings.

**In situ sampling phase**: Given the learned optimized $EN^*$ and $RN^*_n$, our next objective is to adaptively identify the selected set $S$ from the simulation outputs $D$. In particular, the $EN^*$ and $RN^*_n$ are used as the temporal data reconstruction function (Definition 10) in the ECAS module for adaptive sampling decisions. Note that our DeepSample does not involve any network training during the sampling phase. Instead, it utilizes the learned network instances ($EN^*$ and $RN^*_n$) learned from the model training phase to make the

---

**Figure 4. Overall Network Architecture of MDDR**

Channel indicates the number of dimensions representing the visual information embedded at each voxel (e.g., a channel represents the vertical thermodynamic structure of the atmosphere). Resolution indicates the spatial size of the matrix that represents the visual information preserved in each neural work layer.
real-time sampling decision, where the sampling decision only requires constant time at each timestep given a specific scientific simulation application [34]. In addition, the time complexity of the sample decision at each timestep only grows linearly with respect to the size of input simulation data samples for different scientific simulation applications. This is because we will only need to utilize the learned network instances as the temporal data reconstruction function to check the reconstructed data quality at each time step [35].

Post hoc reconstruction phase: Given the identified selected set S, our objective in the post hoc reconstruction phase is to effectively reconstruct the discarded data samples $\hat{X}$, where the $EN^*$ and $RN^*_n$ use the sampled set to reconstruct the discarded data samples to meet the quality requirements from the application.

In practice, our model is pre-trained with archived simulation outputs (referred to as pre-run data). The pre-trained model is then applied to the simulation data that share similar basic characteristics with the pre-run data. For a domain scientist, the niche application of our method is to reduce output data in ensemble simulations, which play a vital role in many engineering and scientific disciplines including weather research, fluid dynamics, and cosmology [1]. In particular, ensemble simulations require generating simulation data from the same simulation with different physical parameter variations [6]. In this case, our model only needs to be trained with the pre-run data generated by the simulation (e.g., weather simulations) using a single set of parameter settings. The pre-trained model can enable intelligent data-reduction towards the data generated by the same simulation with many different physical parameter variations. Note that one should not expect a high discarded ratio for different types of simulations such as fluid dynamics or cosmology using the model for weather simulations because data characteristics are much different [36]. In addition, our model can also be applied by training with the data generated at the beginning of the simulation. For example, our model could be applied to enable intelligent data-reduction in the simulations that exhibit periodical physical behaviors (e.g., surface vortex generation and diminishing) where we can train our model in the first few periods of the simulation and apply it to the following periods. On the other hand, we also note that the adaptive sampling performance of our scheme might not be optimized if the physical behavior of the studied simulation changes dramatically after the beginning stage. This is because the model learned at the beginning could be overfitted to the simulation data generated later with significantly different physical behaviors. A potential solution to address this issue is to periodically retrain our model offline using newly generated data to learn the changed physical behaviors. We then replace the old model with the retrained one once the retaining process is done to ensure the desirable adaptive sampling performance.

5 Evaluation

In this section, we conduct extensive experiments using the simulation data collected from two real-world scientific simulation applications to address the questions below:

1. Q1: Can DeepSample outperform the state-of-the-art baselines in terms of reconstructed data quality?
2. Q2: How does DeepSample perform on the discard ratio compared to the baselines?
3. Q3: Can DeepSample meet the quality bounds of the application with a high discard ratio?
4. Q4: Can DeepSample help the spatial data reduction tools (e.g., lossy compressors) to further improve their performance?
5. Q5: How does each component of DeepSample design contribute to its overall performance?
6. Q6: How do the different choices of model parameters (e.g., the number of reconstruction networks) affect the performance of DeepSample?

5.1 Dataset

We evaluate DeepSample using the publicly available simulation platform provided by CM1 1 to generate the simulation datasets from two real-world scientific simulation applications: Shear Boundary Layer and Shallow Cumulus Clouds. We choose these two simulation applications because they provide the high-dimensional, non-linear, and time-varying simulation outputs that create challenging evaluation scenarios for our DeepSample scheme. In particular, we show the dynamic evolving characteristics of the evaluation datasets by plotting the mean absolute difference for the data samples between two consecutive timesteps in Figure 5. We summarize the datasets as follows:

Shear Boundary Layer: Shear Boundary Layer is an important computational fluid dynamic simulation application, which studies the complex physical phenomenon of fluid in the immediate vicinity of a bounding surface with significant viscosity effects [37]. We focus on the complex flow velocity (i.e., three components of flow velocity along x, y, z-axis) of the boundary layers generated in this simulation. The simulation data sample at each timestep is a dimension of $96 \times 96 \times 96 	imes 3$.

\[ 1. \text{https://www2.mmm.ucar.edu/people/bryan/cm1/} \]
Shallow Cumulus Convection: Shallow cumulus convection is a critical atmosphere physics simulation application, which studies the vertical thermodynamic structure of the atmosphere [38]. We focus on the convection in vertical direction in this study. The simulation data sample at each timestep is in a dimension of $64 \times 64 \times 64 \times 1$.

In our experiments, we use 100 data samples from an ensemble run as the training data and use additional 500 data samples from a different ensemble run as the testing data for both datasets. In particular, we observe both simulated applications exhibit periodical physical behaviors (e.g., surface vortex generation and diminishing) over time. We test the model with a 500-timestep interval, which covers the sufficient number of periods on both datasets to obtain reliable results for evaluation.

Figure 5. Mean Absolute Difference for Data Samples between Two Consecutive Timesteps

5.2 Baselines and Metrics

- **Lerp** [39]: a widely used conventional data reconstruction scheme that utilizes the linear interpolation to reconstruct discarded data samples with varying sizes. In particular, we use Lerp to replace the MDDR module as the temporal data reconstruction function in our ECAS module, which allows Lerp to make adaptive sampling decisions to meet the corresponding reconstruction quality bounds.

- **UNet** [40]: a recent deep neural network architecture that utilizes the contracting paths to learn multi-level temporal dynamics from the dataset to reconstruct the discarded samples. Following the standard UNet architecture, the UNet baseline includes an encoder for deep feature extraction and a decoder for data reconstruction. The encoder and decoder are also connected by three additional skip-connections. In addition, we follow [22] to extend UNet so that it can reconstruct the discarded data samples with varying sizes. In particular, we interpolate deep features extracted by the encoder from consecutively selected data samples to generate deep features for each discarded data sample from intermediate timesteps. We then forward the generated deep features to the decoder to reconstruct the discarded data samples with varying sizes. Similar to Lerp, we also use the UNet as the temporal data reconstruction function in our ECAS module to provide adaptive data sampling and reconstruction.

- **FCNN** [41]: a deep linear embedding model that utilizes the fully convolutional neural networks (FCNN) to map the simulation data into a latent deep feature space to interpolate the data samples at the intermediate timesteps. Similar to UNet, we also extend FCNN to enable error-controlled adaptive data sampling and reconstruction.

- **RNN** [42]: a representative deep learning baseline that utilizes long short-term memory (LSTM) networks to learn the dense spatial-temporal functions and recover the discarded data samples. It includes a convolutional layer for feature extraction from the selected data samples, a CovLSTM layer to learn the complex temporal evolution for the discarded data samples, and a convolutional layer for the final data reconstruction. The RNN baseline is designed to be coupled with the uniform sampling scheme to reconstruct the discarded data samples from uniformly sampled data samples.

- **TSR-TVD** [13]: a deep temporal super-resolution approach that reconstructs the time-varying simulation data sequence from the uniform samples using recurrent and convolutions neural networks. In particular, we follow the same network architecture as described in [13]. Similar to RNN, TSR-TVD is also designed to be coupled with the uniform sampling scheme for data sampling and reconstruction.

In our experiment, we adopt two representative evaluation metrics that are widely used to evaluate the reconstructed data quality in scientific simulations: *Peak Signal-to-Noise Ratio (PSNR)* and *Structural Similarity Index (SSIM)* [30]. In addition, we use the *discard ratio* (Definition 6) to evaluate the effectiveness of compared schemes in terms of reducing the I/O and storage overheads. In our experiment, all compared schemes are implemented using Pytorch (Version 1.1.0) libraries and trained on the NVIDIA V100 GPUs. In our experiment, all hyper-parameters are optimized using the Adam optimizer [33]. In particular, we set the learning rate to be $10^{-4}$ and set the batch size to 1. We also set the number of reconstruction networks $N$ in our MDDR module to be 10. All compared schemes are trained over 500 epochs.

5.3 Evaluation Results

5.3.1 Q1: Data Reconstruction Quality

We first evaluate the multi-branch deep data reconstruction (MDDR) network design in our DeepSample model in terms of the data reconstruction quality. For a fair comparison, we keep the discard ratio of all schemes to be the same by fixing their sampling windows as 10. This ensures all compared schemes take the same amount of data samples in the reconstruction process. The evaluation results are shown in Figure 6 and Figure 7. We observe that DeepSample consistently outperforms all compared baselines on both datasets. For example, the performance gains achieved by DeepSample compared to the best-performing baseline (i.e.,

2. https://pytorch.org/
RNN) on the Shear Boundary Layer dataset on PSNR and SSIM are 5.03 and 0.292, respectively. We further visualize examples of the root mean absolute errors (RMSE) of the reconstructed data samples for all compared schemes in Figure 8 and Figure 9, respectively. We observe that our DeepSample achieves the best reconstructed data quality with the least RMSE. Such performance gains demonstrate our DeepSample model effectively utilizes the sampled data to maximize the reconstructed data quality.

Figure 6. Performance Comparisons on Data Reconstruction Quality (Shear Boundary Layer)

(a) PSNR Comparison  
(b) SSIM Comparison

Figure 7. Performance Comparisons on Data Reconstruction Quality (Shallow Cumulus Convection)

(a) PSNR Comparison  
(b) SSIM Comparison

Figure 8. Visualization of RMSE (Shear Boundary Layer)

Figure 9. Visualization of RMSE (Shallow Cumulus Convection)

5.3.2 Q2: Discard Ratio

In the second set of experiments, we study the discard ratio of DeepSample under different quality bounds. In particular, we use Lerp, UNet, and FCNN to replace the MDDR module as the temporal data reconstruction function in our ECAS model, which allows them to make adaptive sampling decisions to meet the corresponding reconstruction quality bounds of the application for dynamic data. Please note that we do not include the RNN and TSR-TVD for this experiment because they can only work with the uniformly sampled dataset and are unable to handle data that are dynamically sampled. In particular, we set the quality bound using both PSNR (from 42 to 50) and SSIM (from 0.92 to 0.98), which ensures reasonable rendering effects of the reconstructed simulation data for effective post hoc analysis. The evaluation results are shown in Figure 10 and Figure 11. We observe that our DeepSample scheme significantly outperforms all compared baselines by achieving the highest discard ratio, which indicates the lowest I/O bandwidth and storage overhead. For example, our DeepSample achieves a performance gain of 27.2% compared to the best-performing baseline (i.e., Lerp) when we set the PSNR bound to be 42 on the Shallow Cumulus Convection dataset. Such performance gains demonstrate the effectiveness of the error-controlled deep data quality estimation design in the DeepSample that maximizes the discard ratio during the sampling process.

Figure 10. Visualization of RMSE (Shear Boundary Layer)

Figure 11. Visualization of RMSE (Shallow Cumulus Convection)

5.3.3 Q3: Meeting Quality Bounds

In the third set of experiments, we evaluate the performance of DeepSample in terms of meeting the quality bounds of the applications. The evaluation results are shown in Figure 12 and Figure 13. We observe that DeepSample consistently ensures the reconstructed data quality (i.e., Actual PSNR and Actual SSIM) is above the corresponding quality bounds of the application while keeping a high discard ratio. For example, DeepSample achieves a reconstructed data quality of 46.79 on PSNR (bound is 46) with a discard ratio...
of 85% on the Shear Boundary Layer dataset. The results indicate that DeepSample can reduce the I/O bandwidth by 85% while maintaining a high reconstructed data quality for post hoc analysis. In addition, we observed that the discard ratio of DeepSample decreases slightly when both PSNR and SSIM bounds increase. The reason is intuitive: DeepSample needs to sample more data (i.e., lower discard ratio) to meet higher quality bounds. Additionally, we present a fine-grained illustration of adaptive sampling decisions made by DeepSample over 50 timesteps for both datasets in Figure 14. We observe that DeepSample dynamically adjusts the sampling window to meet the specified quality bounds of the applications.

5.3.4 Q5: Improving the Performance of Lossy Compressor

In the fourth set of experiments, we show that DeepSample can also be used to help the spatial quality-aware data reduction methods (e.g., Lossy Compressors [14]) to improve their data compression ratio while maintaining the same level of data reconstruction quality. In particular, we compare the compression ratio of lossy compressor with and without DeepSample under the same quality bound. We use the mean absolute error (MAE) metric, which is the primary metric used to evaluate the performance of compressors. The evaluation results are shown in Table 1 and Table 2. We observe that DeepSample can significantly improve the compression ratio of lossy compressor while keeping the compression errors within bounds in all settings.

<table>
<thead>
<tr>
<th>Table 1 Performance Comparisons on Compression Ratio With Lossy Compressor (Shear Boundary Layer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
</tr>
<tr>
<td>Lossy Compressor + DeepSample</td>
</tr>
<tr>
<td>Lossy Compressor only</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2 Performance Comparisons on Compression Ratio With Lossy Compressor (Shallow Cumulus Convection)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
</tr>
<tr>
<td>Lossy Compressor + DeepSample</td>
</tr>
<tr>
<td>Lossy Compressor only</td>
</tr>
</tbody>
</table>

5.3.5 Q5: Ablation Study of DeepSample Scheme

In the fifth set of experiments, we perform an ablation study to study the contribution of each component of DeepSample.
to the reconstructed data quality. In particular, we first evaluate the effectiveness of our error-controlled adaptive sampling (ECAS) design by replacing it with a random sampling scheme. In particular, we randomly sample the same amount of selected data samples as our DeepSample scheme with varying sizes of sampling windows under each reconstruction quality bound and apply the same MDDR network to reconstruct the discarded data samples. The results are shown in Figure 15 and Figure 16. We observe that our ECAS design makes a clear contribution in improving the reconstructed data quality compared to the random sampling baseline while ensuring the reconstructed data quality strictly meets the corresponding quality bounds. We also evaluate the effectiveness of our multi-branch deep data reconstruction (MDDR) design by replacing it with a single branch reconstruction network design (SingleBranch) [22]. In particular, SingleBranch first leverages the extraction network to extract the deep features for the consecutively selected data samples. SingleBranch then applies the linear interpolation to interpolate the deep features for discarded data samples with varying sizes. Finally, SingleBranch leverages a single reconstruction network to reconstruct each discarded data sample using the interpolated deep features. The results are shown in Figure 17 and Figure 18. We observe that our DeepSample clearly improves the discarded ratios compared to SingleBranch under different reconstruction performance bound settings.

5.3.6 Q6: Parameter Analysis of DeepSample Scheme

In the last set of experiment, we study the performance of our DeepSample in terms of the discarded ratio by varying the number of branches (i.e., the number of reconstruction networks $N$) in our MDDR module. In particular, we evaluate the performance of our DeepSample by varying $N$ from 2 to 10 under different PSNR and SSIM bounds. The results are shown in Figure 19 and Figure 20. We observe that our DeepSample achieves a higher discarded ratio when $N$ increases. This is because, with more reconstruction networks, our DeepSample is able to reconstruct the discarded data samples from a larger sampling window that meets the desirable reconstruction quality bound. Therefore, our DeepSample could effectively discard more data samples in the intermediate steps and achieve a better discarded ratio. In addition, we also observe that our DeepSample can achieve a reasonable discard ratio when $N$ is relatively small (e.g., our scheme can achieve above 80% discarded ratios when $N$ equals 6 in most cases).

3. Note that we stop at $N = 10$ due to the memory space constraint on our GPU server.
6 CONCLUSION

This paper presents the DeepSample framework to address an in situ adaptive data sampling and reconstruction problem in scientific simulation applications. DeepSample addresses two challenges: in situ adaptive sampling for complex scientific simulation data and error-controlled non-uniform data reconstruction. We develop a multi-branch deep decoder network based approach to effectively reconstruct the discarded samples with rigorous quality assurance. The results on two real-world scientific simulations show that DeepSample significantly outperforms other representative methods on both data discard ratios and reconstructed simulation data quality. We believe DeepSample will provide useful insights to address similar big data challenges motivated by the high-velocity and large-volume nature of the data beyond scientific simulations.
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