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ABSTRACT
In situ analysis and visualization have been proposed in high-
performance computing (HPC) to enable executing analysis tasks
while a simulation is running, bypassing the parallel file system and
avoiding the need for storing massive amounts of data. One aspect
of in situ analysis that has not been extensively researched to date,
however, is elasticity. Current in situ analysis frameworks use a
fixed amount of resources and can hardly be scaled up or down
dynamically throughout the simulation’s run time as a response to
changes in the requirements.

In this paper, we present the challenges posed by elastic in situ
analysis and visualization. We emphasize that elasticity can take
various forms. We show the difficulties of supporting each form
of elasticity with the state-of-the-art HPC technologies, and we
suggest solutions to overcome these difficulties. The resulting four-
way classification can be seen as a taxonomy for future elastic in
situ analysis and visualization systems.
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1 INTRODUCTION
Over the past decade, in situ analysis and visualization have gained
traction in the high performance computing (HPC) community as
a means to speed up simulation campaigns. In situ analysis enables
coupling analysis code with a simulation in order to bypass the
storage system and allow direct insight into the simulation’s data.
This technique allows access to more data than would otherwise
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be available for postprocessing, and it opens the possibility for live
user feedback. Major visualization and analysis toolkits such as
VisIt [21] and ParaView [2] provide such capabilities.

One aspect of in situ analysis that has been seldom researched so
far is that of elasticity, namely, the capability to dynamically add and
remove resources to an in situ analysis framework to accommodate
changes in requirements. Yet the case for elasticity has existed for
as long as these frameworks have been around. For example, when
we first proposed dedicating cores to in situ visualization tasks with
Damaris back in 2013 [12], one concern scientists had was that
computation resources would be wasted for the majority of the
simulation’s run time, during which it produces nothing interesting
to visualize. The answer to this concern was to blame the simulation
itself for its lack of elasticity: if the static, MPI-based simulation
was not able to trade MPI ranks back and forth, how could an in
situ analysis framework ever be elastic?

Since then, technology changes have made this answer less rele-
vant. In particular, elasticity can take very different forms depending
on which resources we want to add and remove and when, why, and
how such an operation can occur. The increasing use of massively
multicore nodes poses the question of better sharing these cores
between simulations and analysis codes. New programming models,
in particular based on user-level threads [30, 35], make it possible
to share time even on individual cores. And while the MPI standard
still constrains applications to a static set of ranks, workflows are
trying to mitigate this limitation by allowing dynamic connections
between applications.

Recognizing the various forms elasticity can take, in this paper
we present four orthogonal categorizations for in situ analysis
frameworks and discuss the challenges that the community has to
overcome to enable each form of elasticity. The result is a taxonomy
that we hope will highlight which form remains to be implemented
and how close existing frameworks are to some forms of elasticity.

2 TAXONOMY AND CHALLENGES
In this section we present four classification axes of elastic in situ
analysis techniques. These axes lead to a taxonomy for present and
future in situ analysis systems.

2.1 What? Resources
Elastic in situ analysis techniques can be categorized by consider-
ing which physical resources are being added or removed during
a reconfiguration operation. The main resources we consider in
this paper are cores and nodes, although other resources could be
considered, such as accelerators (GPUs, Tensor cores), local storage
resources (SSDs, NVRAM), and network components. To under-
stand the challenges posed by the trading of these resources, we
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look at the software concepts that allow such trades: threads, pro-
cesses, jobs, and services.

2.1.1 Threads. The increasing number of cores per socket has
made multithreading almost mandatory to maximize performance
on a node. Many threading/tasking frameworks are available to
users, including Pthread [25], OpenMP [7], Intel TBB [35], and
Argobots [30]. Some of these frameworks provide user-level threads
(also known as coroutines), as well as custom schedulers and thread
pools. Thread-level elasticity enables sharing cores, or even time on
a core, between the simulation and the analysis code. It consists of
having the analysis routines efficiently share a threading framework
with the simulation. This level applies when the in situ analysis
framework is tightly coupled with the simulation and lives in the
same processes. Thread-level elastic in situ analysis can be enabled
for example by (1) spawning more analysis threads when needed,
(2) reducing the number of analysis threads when the simulation
requires more threads for itself, and (3) enabling priority-scheduling
of analysis and simulation threads depending onwhich type of work
is more critical at any given time.

When simulation and analysis codes live in separate processes on
the same node, synchronizing their use of individual cores becomes
more difficult. The underlying threading framework is generally
not shared across processes, and some additional communication
mechanisms should be put in place for one process to notify another
of a need to use more cores.

Challenges. While visualization libraries such as VTKm [23]
have multiple threading backends (OpenMP and Intel TBB as of
writing this paper), not all HPC threading frameworks are sup-
ported, hence leaving framework interoperability as a challenge.
If the simulation uses Argobots, for example, VTKm will not be
able to make use of the Argobots thread pools, and conversely
the simulation will not be able to claim resources from VTKm. A
possible solution would come in the form of a threading/tasking
standard at a level lower than that of OpenMP, providing all the
control over user-level threads and thread scheduling currently
offered by Argobots and Intel TBB. Simulation and analysis codes
would use this standard in place of concrete threading libraries,
while threading libraries would serve as a basis for implementing
the standard.

To date, no threading framework enables interaction across the
boundaries of processes to share cores in a manner as efficient as
what can be done within a single process. For example, if both a
simulation and a colocated analysis code use OpenMP, a call to
omp_set_num_threads() in one process will not trigger a change
in the other. Solutions to this challenge would come either from ex-
tensions to threading libraries (with the problem of interoperability
seen above) or from the operating system. Ideally, a process should
be able to register callbacks to be called when other processes
reduce the number of cores they use or request more cores.

2.1.2 Processes. Processes are a convenient software construct
when trading cores or nodes. Many in situ analysis frameworks rely
on MPI for parallelism (often in addition to threading). A process-
level elastic in situ analysis framework should be able to accommo-
date for the addition and removal of MPI ranks. This does not mean
that MPI itself should be elastic. One can imagine a scenario in
which both the simulation and analysis code trade MPI ranks back

and forth depending on dynamically changing requirements. If the
simulation is bound to a static number of MPI ranks, process-level
elasticity requires elasticity from MPI.

Process-level elasticity becomes more interesting if we consider
that in situ analysis frameworks could be developed without MPI.
RPC libraries such as Mercury [31] and even communication li-
braries such as libfabric [16] could be used directly to implement
elastic analysis programs.

Challenges. The main obstacle to process-level elasticity is the
fact that most in situ analysis frameworks today are base on MPI1
and currently no application that we know of has the ability to
change its number of MPI ranks at run time (although such a sce-
nario could emerge from the field of HPC workflows [36]). Since
MPI is not itself elastic, a solution using MPI_Comm_spawn could be
envisioned to spawn the desired number of MPI processes for the
analysis task. However, this MPI functionality is often not imple-
mented and remains limited [13]. If the MPI standard enables some
elasticity in the future, existing in situ analysis frameworks based
on MPI would need to be updated to take advantage of it.

Going away fromMPI by using alternative communication frame-
works, on the other hand, means that a large number of algorithms
will have to be reimplemented. Yet these algorithms already have
benefited from years of testing and performance tuning in the con-
text of MPI. Alternatively, new additions to the MPI standard such
as MPI sessions [18] could provide a way of making a non-MPI
distributed program temporarily become an MPI program for the
duration of an analysis operation. The use of PMIx [6] to build an
ad hoc MPI context is another possible solution, arguably more
complex to implement.

2.1.3 Jobs. Job-level elasticity consists of being able to place in
situ analysis programs in a job that is separated from the one in
which the simulation runs. This approach is particularly appealing
for interactive in situ analysis, where a user connects to a simulation
from time to time to visualize its state. It also opens the possibility
of running in situ analysis jobs in a machine distinct from that
which runs the simulation.

Challenges. This approach implies that multiple jobs should
be able to communicate with one another. On a single platform
it requires that the job manager be informed that some jobs are
running simulations while other jobs are running in situ analysis
tasks for these simulations. The latter should have priority over the
former (we want to enable in situ access to a running simulation
rather than running multiple simulations without any possibility
for in situ accesses) and ideally be scheduled as close as possible to
the simulation on the network topology.

More complex challenges arise when multiple platforms are in-
volved in the in situ analysis process, either at the same facility
or across geographically distributed centers. In this context, these
platforms are separated by different types of networks, involv-
ing different protocols. For example, the simulation may run on a
supercomputer using a Cray Aries fabric, communicate through
InfiniBand to gateways connecting it to a second supercomputer
1VTK actually provides abstract classes such as vtkCommunicator to implement paral-
lelism. As of today only an MPI-based implementation is provided, but this abstraction
is a good start for an implementation under another communication backend. The same
applies to Damaris, which hides MPI-based communications under some Reactor and
Channel abstract classes.
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that relies on an Intel OmniPath fabric. Packets should therefore
be routed and converted correctly across these different networks
and their respective protocols.

With the convergence of HPC and cloud computing, the platform
on which the in situ operations run may be a commercial cloud
platform. Elasticity is a requirement in this scenario since the job
scheduler on a given platformwould hardly introduce dependencies
on the availability of another platform that potentially belongs to
another institution.

2.1.4 Services. Data services is an emerging approach that con-
sists of replacing the file system with a service exposing the right
interface and features for a specific family of applications [11, 38].
In the context of data services, in situ analysis consists of running
analysis tasks inside the data service or as a service.

Challenges. HPC data services are often non-MPI programs.
Hence, running legacy MPI-based analysis codes inside of them
requires either creating a temporary MPI context using features
proposed for future MPI standards, like MPI sessions, or rewriting
analysis algorithms without using MPI. Given that these services
are already tailored to specific applications, the latter is more likely,
since the set of algorithms that need to be supported would be
relatively small. The second challenge of service-level elastic in
situ analysis is that of resource sharing with the service. Service-
level in situ analysis can benefit from thread-level and process-level
elasticity within the service, with all the challenges that these levels
bring.

2.2 When? Time granularity
Elastic in situ analysis techniques can also be categorized by consid-
ering when a rescaling operation is allowed to happen. This leads to
a notion of time granularity, for which we identify four categories.
We named these categories by the smallest entity that stays up and
running during the rescaling.

2.2.1 Platform. When the simulation and analysis codes run
in distinct jobs, the analysis job may need to be terminated, and
another job with a different size should be submitted in order to
change the amount of resources that an analysis code uses.

Challenges.This granularity does not bringmuch of a challenge.
The in situ analysis framework should guarantee that it can be safely
shut down without impacting the simulation and can reconnect
later, from another job. On the simulation side, the deployment of
an in situ analysis job with a different size maymean that the output
data are split in a different way from earlier instances of analysis
jobs. Libraries such as Decaf [15], Bredela [14], and DIY [28] can
help with such data redistribution problems.

2.2.2 Job. Making the distinction between a job (i.e., the set of
resources allocated for a specific amount of time) and the applica-
tion that runs inside a job, we can envision platforms that allow
adding or removing nodes to/from a job. These jobs are sometimes
called “malleable jobs” [17]. If the application inside a malleable job
is not elastic itself, it should be terminated and restarted by using a
different amount of resources.

Challenges. In this scenario, the challenge of connecting sepa-
rate jobs is alleviated, but the challenges of ensuring safe reconnec-
tion and redistribution of data after restarting the in situ application

remain. Additionally for batch jobs, one could envision amechanism
by which users indicate how an application should be terminated
and restarted when the job changes size.

2.2.3 Application. The analysis application itself may be able
to accommodate for a change in its resources; however, on-going
analysis algorithms should first terminate (or abort) before making
use of new resources or before the framework is able to release
resources.

Challenges. If resources can be added to and remove from an
application without shutting it down, this granularity mainly poses
the challenge of data redistribution and synchronization with the
simulation in the context of process-level elasticity. If the analysis
application needs to change its number of threads or its use of
cores by a threading framework, we can expect such a threading
framework to make rescaling transparent to the simulation.

2.2.4 Algorithm. The finest granularity is that of an analysis
algorithm. Namely, such an algorithm may be able to accommodate
for changes in the amount of resources available without requiring
a restart or cancellation. For example if the analysis algorithm
processes a number of local blocks of data using a pool of threads
bound to cores, the addition of a new thread can immediately be
used to processes those blocks faster.

Challenges.We can expect multithreaded analysis algorithms
to already be able to transparently accommodate a change in the
number of threads or cores available. Challenges arise when con-
sidering processes and nodes. For example, with a sort-first parallel
rendering algorithm, an attempt at reducing the number of pro-
cesses would prompt leaving processes to send their partial results
to remaining processes for them to carry on the rendering, rather
than canceling the rendering task altogether to restart it on fewer
processes. This type of granularity for process-level elasticity would
make sense particularly for long-running analysis algorithms such
as stream processing. We also note that some algorithms, for exam-
ple based on the map-reduce paradigm, can enable this granularity
without much change in the algorithm itself.

2.3 Why? Triggers
The third classification axis of elastic in situ frameworks focuses
on why reconfiguration is triggered.

2.3.1 Manual triggers. Manual triggers consist of having a user
request a reconfiguration. This is the most basic form of trigger and
the easiest to implement. It suits particularlywell scenarios where in
situ analysis is done interactively and the need for reconfiguration
comes from the need to run more or less expensive analysis tasks.

2.3.2 Simulation triggers. The simulation itself may request the
analysis framework to scale up and down. This type of trigger does
not present much of a challenge because it simply leaves to the
simulation the task of choosing when and why reconfiguration is
needed.

Challenges. Manual and simulation triggers do not pose much
of a challenge, beyond providing the right API to enable such trig-
gers.

2.3.3 Performance triggers. The system may try to reconfigure
itself to maximize performance. For instance, the user may not
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know how many threads are needed to perform a given analysis
task in a minimum amount of time. An in situ framework accepting
performance triggers is capable of monitoring its own performance
and reconfiguring itself in consequence.

Challenges. The main challenge of performance triggers is the
implementation of algorithms that can accurately model perfor-
mance as a function of the resources allocated. These performance
models can be developed offline or while the application is running.

2.3.4 Data triggers. The data being processed can itself be a
trigger for reconfiguration. If the analysis framework is capable
of determining the relative value of some data, it may automati-
cally request more computation resources in order to run different
analysis tasks. Data triggers may involve machine learning or deep
learning to determine the value of data. They may also be combined
with performance triggers so that the amount of allocated resources
is determined to achieve the best performance given the data value.

Challenges. Machine learning algorithms will have to be de-
veloped to autonomously take decisions based on the value of the
data.

2.3.5 External triggers. External triggers are requests from non-
human entities external to the simulation/analysis compound. For
example, an external trigger may come from the job scheduler, re-
questing the analysis framework to free up some resources in order
to make space for another job. External triggers may be combined
with performance triggers as well: the in situ analysis framework
could interrogate the job management system to determine whether
other jobs are competing for resources such as the network and to
scale analysis tasks accordingly.

Challenges. External triggers pose the challenge of interfacing
with external systems such as the job scheduler, either to collect
information about other running jobs or to receive rescaling orders
from these external systems.

2.4 How? Reconfiguration types
An additional axis can be added indicating the type of reconfigura-
tion that is supported.

2.4.1 Upscaling and downscaling. Upscaling and downscaling
respectively consist of adding and removing resources to an in situ
analysis framework. One can imagine a system that can immedi-
ately use additional cores in the middle of an analysis operation
but needs to wait until the end of an analysis operation for cores to
be released.

Challenges. The challenges of upscaling and downscaling are
related mainly to data redistribution. Solving this problem is easy
when threads are the resources being added or removed. It becomes
more complex when processes are involved. This challenge has
already been described in preceding sections.

2.4.2 Topological reconfiguration. In the context of workflows
more complex than a simple simulation/analysis pairing, topologi-
cal reconfiguration consists of adding or removing analysis tasks,
redistributing the resources between simulation and analysis, and
changing the topology of the workflow and/or dataflow graph dy-
namically.

Challenges. Topological reconfiguration is arguably the most
complex type of reconfiguration since it encompasses most of the
challenges listed above: data redistribution, dynamic connection
between distinct applications, and automatic response to triggers.

3 THE COMMUNITY SITUATION TODAY
In recent years, several in situ analysis solutions have been devel-
oped. However, support for elasticity remains largely unexplored
in these systems. ADIOS [5], SENSEI [3], Decaf [15], ParaView Cat-
alyst [2], LibSim VisIt [21], and Damaris [10] are all constrained by
their dependency on MPI and their lack of dynamic multithreading
support. Although some do use threads, they are not able to trade
them with the simulation. TINS [9] makes one step forward in
this respect. It is a task-based in situ framework that dynamically
dedicates cores on each node for running the analysis processes. It
relies on Intel TBB; and although it proved more efficient than static
helper-core approaches such as Damaris, it requires the application
to be written by using Intel TBB as well.

Some research efforts consider bringing elasticity to in situ frame-
works. Flexpath is a publish/subscribe system for coupling work-
flow tasks and can accommodate analysis task arrivals/departures.
However, the experiments by Dayal et al. [8] demonstrate only
arrival/departure of serial analysis tasks with an MPI size of 1 to
the static 2- or 3-task linear workflow. Melissa [33] is a parallel
client/server architecture for the analysis of ensembles where inde-
pendent simulation groups can connect dynamically to the parallel
server when they start. Elasticity is one of the design goals of
Melissa, although it is understood as the capability to run more or
fewer simulation instances, rather than scaling up and down the
in situ framework itself. Henson [24] is a cooperative multitasking
system for in situ processing that uses position-independent exe-
cutables and coroutines as its main abstractions. In a recent work,
Lohrmann et al. [22] extended Henson with support for iterative
workflows by allowing users to launch multiple jobs depending
on the decisions made by one of the workflow tasks. This feature
enables some elasticity at the job level.

When we look at the more general landscape of workflows, we
find more studies on elasticity resulting from their inherently dy-
namic nature. FireWorks [20] is a workflow management system
(WMS) for running high-throughput materials science calculations
at distributed environments. It allows modification of the workflow
graph during run time based on execution results. YAWL [34] sup-
ports dynamic workflows through worklets. Swift [36] is an implicit
task-parallel language for scientific computing that supports elastic-
ity through the evaluation of functions. Similarly, PyCOMPSs [32]
is a Python-based distributed workflow system that enables users
to program task-based parallel workflows and therefore supports
elasticity. Embedding a simulation and an analysis program in one
of the WMSs presented above can enable some form of elasticity:
individual applications need to be restarted within the workflow,
but the workflow itself keeps running.

One way of bringing elasticity to statically scheduled workflows
would be to combine them with the distributed-area workflows
that support elasticity. Pegasus has been combined with cloud in-
frastructures such as ExoGENI [4] and ORCA [29] to build elastic
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distributed-area workflows. Yildiz et al. [37] employed Decaf work-
flows as single tasks of a PyCOMPSs workflow, which extended
Decaf in situ workflows with elasticity.

Since MPI is widely used in the in situ workflows, bringing elas-
ticity toMPI would play a key role in enabling elastic in situ analysis
and visualization. Although the MPI standard provides dynamic
process management via MPI_Comm_spawn, this feature is often not
implemented: as of writing this paper, IBM and Cray’s implemen-
tations of MPI do not support MPI_Comm_spawn. Additionally, this
feature is not supported by current production batch schedulers. As
an alternative to this feature, we proposed MPI_Comm_launch [13],
which enables an MPI application to run inside another MPI appli-
cation. This function may enable elasticity by dynamically starting
subapplications. In a similar quest, Hori et al. [19] proposed process-
in-process (PiP) which maps multiple processes into a single virtual
address space (VAS). PiP defines a root process that owns the VAS,
and it can spawn multiple arbitrary tasks executing in the same
VAS.

Although some important studies of elastic in situ analysis and
visualization have been made, elasticity still remains a long-term
goal that will require community input from various groups. We
refer the reader to a community effort defining related priority
research directions [1, 26, 27].

4 CONCLUSION
Being able to reconfigure an in situ analysis framework at run time
will be of outmost importance to enable better resource utilization
at exascale. This elasticity has been requested by the community
from the day in situ frameworks were proposed. In this paper we
have shown that such elasticity can take different forms depending
on the answers to four questions: which resource is being added
or removed, when such a rescaling is allowed to happen, why it
happens, and how. These various forms of elasticity present distinct
technical challenges that the community will have to face in order to
enable elasticity in existing and future in situ analysis frameworks.
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