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Intro

• Enrique (Rick) Nueve ~ pre-doc on the SAGE 

project (Ph.D. student at CU Boulder this fall)


• SAGE is a NSF-funded project to develop a 

novel cyberinfrastructure to exploit dramatic 

improvements in artificial intelligence 

technology. 


• SAGE website: https://sagecontinuum.org/
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Overview 

1. Machine learning at the edge

2. Why perform active learning on the edge?

3. Active learning on the edge

4. Edge compatible active learning framework

5. Future work

 

3



1. Machine learning at the edge
Life on the edge 
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1. Machine learning at the edge

 

Where do we get the initial data 
to train the model?


Life before the edge 
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2. Why perform active learning on the edge?

Active learning is an approach for training a 
machine learning model with the objective of 
maximizing the model's performance while 
using the least amount of data.

 

What is active learning?
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2. Why perform active learning on the edge?

• Improve model performance 

• Edge caching (memory) 

• Edge offloading (bandwidth)

 

How could active learning help on the edge?
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3. Active learning on the edge

• Discriminative Active Learning (Gissin & Shalev-Shwartz, 2019)

• Adversarial Active Learning (Ducoffe & Precioso, 2018)

• Deep Bayesian Active Learning (Gal, Islam, & Ghahraman, 2017)

• Multi-class Active Learning by Uncertainty Sampling with  Diversity 
Maximization (Yang, Ma, Nie, Chang, & Hauptmann, 2015)


• Learning to Sample (Shao, Wang, & F. Liu, 2019)

 

Current state of the art methods for active learning 
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3. Active learning on the edge

• Separated data, labeled data on the cloud, and unlabeled 
data on the edge 


• Cold starting or low initial model performance

• Limited budget size due to bandwidth and memory 

constraints 

• Limited computational resources 


 

Constraints of active learning on the edge
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 4. Edge compatible active learning framework

• Method focused around computational feasibility 

• Scalable to resources 

• Takes into account budget size and cold starting   

• Tries to balance uncertainty and representative sampling 


 

Focus of method

10



 4. Edge compatible active learning framework
Framework diagram
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4. Edge compatible active learning framework

• MNIST: 70,000 total samples, budget size of 100 

• Bee images: 4,744 total samples, budget size of 

100

• Monkey images: 1,368 total samples, budget 

size of 50

 

Experiment datasets
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 4. Edge compatible active learning framework
Experiment configurations 
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 4. Edge compatible active learning framework
Results
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 4. Edge compatible active learning framework
Results
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Best configurations


• MNIST ~ D


• Bees ~ D


• Monkeys ~ E



5. Future work

• Leveraging multiple edge devices and fog 
devices 


• Exploring the trade-off of budget and 
performance


• Hybrid active/federated learning approach 
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Questions? 


