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Abstract—As Exascale computing becomes a reality, the energy
needs of compute nodes in cloud data centers will continue to
grow. A common approach to reducing this energy demand is
to limit the power consumption of hardware components when
workloads are experiencing bottlenecks elsewhere in the system.
However, designing a resource controller capable of detecting
and limiting power consumption on-the-fly is a complex issue and
can also adversely impact application performance. In this paper,
we explore the use of Reinforcement Learning (RL) to design a
power capping policy on cloud compute nodes using observations
on current power consumption and instantaneous application
performance (heartbeats). By leveraging the Argo Node Resource
Management (NRM) software stack in conjunction with the Intel
Running Average Power Limit (RAPL) hardware control mecha-
nism, we design an agent to control the maximum supplied power
to processors without compromising on application performance.
Employing a Proximal Policy Optimization (PPO) agent to learn
an optimal policy on a mathematical model of the compute nodes,
we demonstrate and evaluate using the STREAM benchmark
how a trained agent running on actual hardware can take actions
by balancing power consumption and application performance.

Index Terms—HPC, Power Management, Energy issues in data
centers, Reinforcement Learning, RAPL.

I. INTRODUCTION

Cloud data centers are increasingly providing a variety
of high performance computing nodes including hardware
accelerators to support the needs of a range of compute-
intensive applications including various machine learning
training/inferencing and scientific applications. In these setups,
a large number of compute nodes are networked together via
high-speed networks to provide high performance computing
capabilities. This growth, however, has given rise to several
challenges, notably in the areas of energy efficiency. For
instance, Darrow et al. in [1] pointed out that data centers
consume 10-50 times the energy per floor space compared
to any other commercial building and the consumed energy
constitute 2% of the total US energy consumption. Multiple
surveys and studies [1]–[5] have shown that the global power
consumption for computing is expected to increase in the
upcoming years.

Consequently, research on data center power consumption
has gained considerable attention since the publication of
initial statistics on its energy usage, which illuminated the
rapidly increasing demands of servers worldwide [2]. A more
recent survey shows that the growing demands of these data
centers are not in proportion with their efficiency despite the
technological innovations [3]. In other words, the rate at which
the power consumption increases across the generations of data
centers are higher than the rate of growth in their efficiency.
Within the data center, almost 86% of the total power con-
sumption is equally shared between the cooling system and
servers [6], which makes the power consumption of compute
nodes an important issue that needs to be addressed.

In the context of reducing compute node power consump-
tion, various methods have been proposed that can be broadly
classified into two categories: those that focus on minimizing
power dissipation and those that focus on minimizing power
supply. These approaches aim to reduce the overall energy
consumption of compute nodes, while maintaining their per-
formance and functionality. The former is strictly a Very Large
Scale Integration (VLSI) design problem, while the latter is a
cyber-physical systems problem, which can be dealt with using
efficient power management algorithms (i.e., control system
design), which is the focus of this paper.

Specifically, we design a method to reduce the consumed
power without any noticeable impact on the execution time of
a workload. Through our work, we achieve regulation of the
average supplied power using a reinforcement learning (RL)
agent, trained using a mathematical model which relates the
progress made by the application towards the completion of
its scientific-goal to the power cap (pcap) of RAPL actuators.
Additionally, the goal is to not let the execution time vary
significantly when compared to that with maximum power
execution.

To that end, we present a real-time, dynamic power manage-
ment scheme that is based on observing both time-aware and
power-aware variables as a solution to the power management
problem of the high performance compute nodes. In our work,
the RL agent observes the progress made by the application

https://orcid.org/0000-0001-6639-7432
https://orcid.org/0000-0002-1029-0684
https://orcid.org/0000-0002-7706-7102


towards completing its scientifc goal at each instant and makes
a decision on the power requirement for the next time step
based on this observation. The action, which is based on
this decision, is taken by setting the running average power
limit (RAPL) power caps at the computed value. RAPL is an
interface available on modern Intel processors to monitor and
control the energy consumption of various power domains.
Our approach is incorporated in the Argo Node Resource
Management (NRM) stack [7].

The key contributions of this paper are the following:

• A novel RL-based algorithm that relies on the system
model for training.

• An RL-based architecture employing the trained model
to control the compute node within a desired operational
region, while utilizing real-time progress measurements.

• An implementation of the algorithm with an open-source
repository for researchers to test and extend the results.

The remainder of this paper is structured as follows: In
Section II, we review existing algorithms in power and perfor-
mance optimization. Section III presents the necessary back-
ground for this paper, including the RL algorithm, hardware
and software stacks, and packages used in the experiments.
Section IV outlines the proposed algorithm and workflow
in the context of compute nodes. In Section V, we present
the experimental design and implementation, along with the
results and analysis. Finally, Section VI provides conclusions
including a brief summary, the impact of this work and future
opportunities.

II. RELATED WORK

Prior methods for regulating the performance on HPC nodes
can be classified either as a Power-aware scheme [8], [9] or
as a Time-aware scheme [10], [11]. A power-aware scheme
is designed with the primary objective of minimizing power
consumption while still achieving acceptable performance
levels. The main focus of this scheme is to optimize energy
usage and reduce power consumption in computing systems.
Power-aware schemes may employ techniques such as dy-
namic voltage and frequency scaling (DVFS), power capping,
power gating, and other power management methods to control
and regulate power usage based on workload and system
conditions. The goal is to maximize energy efficiency and
reduce the overall carbon footprint of the computing system.
Time-Aware Scheme on the other hand, prioritizes meeting
specific time or performance requirements, often associated
with critical real-time or time-sensitive applications. The main
objective of a time-aware scheme is to ensure that tasks or
processes are completed within predefined time constraints or
deadlines. In time-aware schemes, performance and response
time take precedence over power efficiency. These schemes
may use techniques like aggressive clock frequency scaling,
parallelism, or task prioritization to meet the time requirements
of critical applications. This section provides an overview of
some of these methods which also explains why there is a
growing demand for machine learning based methods for the

power and performance control that has lead to the proposed
work.

Our prior work [12] researched software approaches for
power optimization using duty cycle, voltage and frequency
scaling, wherein we used machine learning techniques to
model the application performance and hardware character-
istics, and use these models to guide the placement decisions.
But, the choice of method highly depended on the hardware
under consideration. Similarly, Jung et al. [13] proposes a
supervised learning based power management for multi-core
processors. However, such algorithms are not always reliable
due to the need for training data prior to the implementation
of software-based optimization.

On the other hand, methods that deal with system archi-
tecture that set the input power based on the system require-
ments converges faster. For example, a RAPL-based scheme
supports a variety of algorithms that relies on hardware-based
control for power capping on Intel processors [14]. But the
automation/feedback required for the processor to determine
the power requirements based on the application it runs is
not detailed in the paper. Similarly Raghavendra et al. [15]
utilizes a controller to stop the supplied power that is being
delivered to the subsystems, by detecting the no-load zones in
the application during its execution. Utilizing the technique,
they are able to regulate the power to finer granularities. But,
the efficiency of detecting the workload characteristics is not
at the best, since the research focuses only on the hardware
centric approach which is the main contribution of the paper.

Zhang et al. [16] later came up with a hybrid method,
combining software and hardware based methods to control
the power supply, which showed significant improvement over
the other methods. The authors combined the efficiency of
the software-based approaches like DVFS, Task Scheduling
etc. and the timeliness of the hardware approaches like Power
Gating, Voltage regulators etc. together by reducing the time
it takes to implement a power cap on the RAPL sensor from
the moment its value is set. But a workload-based adaptive
control of power was not considered here. Petoumenos et al.
[17], through their research give a comparative analysis of the
software, hardware and hybrid approaches towards the power
optimization in compute nodes.

Cerf et al. in her recent research [18] proposed a con-
trol theoretical approach to understand the possible operating
regions of a compute node at which the performance decay
is minimized under a reduced power supply. A classical
proportional-integral-derivative (PID) controller was designed
to impose power cap (PCAP) for RAPL actuators on an
Intel(R) Xeon(R) Gold 6126 CPU by using performance
feedback from the compute nodes [19]. The RAPL actuators
comprising a control knob or the PCAP knob and a time-
window knob were used to regulate the average power given
between two sampling intervals to a compute node. A math-
ematical model formulated using static characterization was
used for the design of the controller. The controller was shown
to be working for the compute nodes by making it track a
user-computed set-point for the desired performance. While an



adaptive controller [20] addressed model inaccuracies, reliance
on a user-defined set point calls for an automated approach.

Considering the limitations in prior work, we emphasize
the design of an optimal controller by solving the underlying
power and performance optimization problem. We propose
a hybrid approach for determining the best operating power
cap for a compute node by relying on the instantaneous
performance analysis that is obtained using the state-of-the-
art algorithms.

III. BACKGROUND

To make the paper self-contained, this section provides the
necessary background on the concepts and technologies used.

A. Reinforcement Learning

Reinforcement Learning (RL) iteratively improves a se-
quence of actions or strategy through continuous interactions
with the environment over a finite or infinite amount of time
traversed using discrete time steps. In this work we use an RL
agent to learn an optimal control policy by constantly gener-
ating an action and evaluating it using a mathematical model
that describes the relation between power cap and progress
made by the compute node while running an application. The
RL problem can be mathematically formulated as a Markov
Decision Process (MDP), where the agent interacts with an
environment that is modeled as a set of states, actions, and
rewards. At each time step, the agent observes the current
state, selects an action based on a policy, and receives a reward
from the environment. The goal of the agent is to learn a policy
that maximizes the expected cumulative reward over time. In
this paper we use a model-based algorithm by employing a
Proximal Policy Optimization (PPO) [21] agent to learn the
state transition and the reward functions, thereby learning the
policy.

B. Performance Measurement

Instantaneous measurement of the controlled variable is
an important aspect of feedback control problems. The RL
algorithm for maximizing performance under a controlled
power cap being an optimization problem, also requires the
measurement of instantaneous performance. During the mea-
surement, care must be taken that it does not interfere with the
overall working and thereby the performance of the system.
Therefore, we use a lightweight instrumentation library [19]
and follow the instrumentation steps outlined in [18]. We for-
mally re-define the progress measurement equation introduced
in the paper [19] considering the number of messages received
between two sampling instants. Therefore in this paper the
progress at the time instant ti is given by:

progress(ti) = median
∀k,tk∈[ti−1,ti]

(
N

tk − tk−1

)
. (1)

where N is the number of messages received between the time
instants tk and tk−1.

C. Intel RAPL

The running average power limit (RAPL) is an interface
available with modern Intel processors for power monitoring
and controlling making it unavoidable in energy efficient
computing. It also allows users to specify a power cap on
available hardware domains using model-specific registers or
the associated Linux sysfs subsystem. The RAPL interface
uses two knobs, the power-limit knob and a time window
knob to supply the average power for a user-defined period of
time. The internal controller then guarantees that the average
power over the time window is maintained. This mechanism
also offers sensors through the same interface to measure the
total energy consumed since the processor was turned on.
Consequently, RAPL can be used for both measuring and
limiting power usage [22].

IV. METHODOLOGY

This section describes details of our model-based reinforce-
ment learning (RL) which relies on a mathematical model
representing the relation between the progress and the power
cap (PCAP) in a compute node for training the RL agent. In
our previous work [18], where the performance of a compute
node under a given application was controlled using a suitable
PID controller running alongside the application, itself utilized
all the available cores of the Skylake processor. However,
a similar approach is not possible in the current work for
training the RL agent because of the time and computational
complexity involved. Therefore, we rely on the mathematical
model for training the RL agent.

Figure 1 depicts our methodology while comparing it with
the steps involved in the design of the PI controller in our
prior work [18]. The processes involved in the two approaches
beginning from the formulation of problem statement and
extending till the evaluation are shown in the block diagram
in Figure 1. It can be observed that the initial problem
statement, the steps leading to the control formulation, and
the system analysis are same in both the approaches. But,
when it comes to the controller block, the PI controller relies
on standard tuning methods from the classical control theory
to determine its control gains, (i.e tuning the proportional,
integral and derivative constants, Kp,Kd and Ki). In contrast,
the RL method uses an iterative, policy improvement and
policy update process by using an actor-critic network. It
is only in this stage of the controller design that the two
algorithms take different routes in the implementation. The
rest of this section details the steps used in our approach, i.e.,
the branch shown in red color.

A. Problem Definition

The first step is to define the objectives and the constraints
involved in the optimization problem. Our objective is to
maximize performance within a given power cap (PCAP)
constraint, while taking into account the relationship between
progress and PCAP as determined by the node dynamics. In
other words, we aim to improve the execution time of the
application while still using the minimum allowed energy. A
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Fig. 1. A pictorial representation showing the differences in methodologies
implementing a classical control and an RL based control. The RL method
discussed in this paper is colored in red.

simple way of ensuring this behavior is by making sure that the
computational progress is at its peak under the given PCAP.

B. Mathematical modeling and MDP identification

Given that the current progress of our problem is dependent
on both the previous progress and the current power cap, it
is expected that the node dynamics follow the characteristics
of a Markov Decision Process (MDP). Thus, to effectively
apply a reinforcement learning to a problem, it is crucial to
identify the MDP tuple (S,A,P, r, γ) representing the state
space, a set of actions available to an agent, the unknown
transition kernel, the reward function and the discount factor,
respectively. In addition to identifying the MDP, we also
need to derive a mathematical model that represents the node
dynamics so as to train the RL agent. To support the claim that
the node dynamics have MDP characteristics and to derive the
mathematical model, we use a static characterization approach
and utilize line-fitting algorithms from SciPy [23].

The experiment, which is part of the model building process,
begins by collecting data points in the form of input-output
pairs, where the input (i.e., PCAP) is provided at certain pre-
defined instances and the output (i.e., progress made by the
compute node on the workload) is calculated using Equa-
tion (1). These data points correspond to an entire benchmark
execution where a constant PCAP is applied, and the progress
signal is averaged. To model the time-averaged relationship
between power cap and progress, we consider only stabilized
situations of the progress value generated using PCAPs al-
lowed by the RAPL actuators. At least 20 experiments are
run for each compute node to generate enough data points.
Based on these experiments, a static model is obtained by
linking the time-stabilized power cap to the progress using
line-fitting algorithms. We observed that the PCAP-progress
relation follows an exponential relationship, as shown by
Equation (2):

progress =KL(1− e−α(a.PCAP+b−β)), (2)

where a and b parameters represent RAPL actuator accuracy of
the node (slope and offset, respectively). Therefore, the actual
power applied on a node can be approximated as: a.PCAP+b
which is also the measured power. α and β characterize the

benchmark-dependent power-to-progress profile and KL is the
linear gain and is both benchmark- and node-specific. The ef-
fective values of the fitting coefficients given by α, β, a, b,KL

and τ are obtained using the above mentioned steps, where
the line fitting problem follows a non-linear least squares
optimization. The linear characterization of dynamics can be
then computed using least square optimization [18] and is
given as

progressL(ti+1) =
KL∆ti
∆ti + τ

.PCAPL(ti)

+
τ

∆ti + τ
progressL(ti),

(3)

where ∆ti = ti+1− ti is the control interval and τ is the time
constant. The values of ∆ti and τ are chosen as 1s and 1

3 s,
respectively, for the experiments. We can use either of these
models for training.

After defining the Markov Decision Process (MDP), we
proceed to assign distinct characters to each role in the MDP,
which include the state, action, and observation spaces that
were previously established. In this study, the current state,
denoted as s

′ ∈ S, is represented by the progress value at
time t, progresst. On the other hand, the action, denoted as
a ∈ A, taken by the agent, is determined by the PCAP value
at time t based on the observation progresst−1 (s ∈ S), which
represents the progress value at the time t− 1.

C. Reward function
We now explain how the reward function is chosen to

facilitate fast and accurate learning. The reward at a given
time t reflects the quality of the control action applied to the
system at that moment in time indicating how well the action
helped achieve the goal or optimize the system’s performance.
The instantaneous reward, i.e., reward at a moment in time,
is calculated by designing an appropriate reward function that
maps the state-action space into the set of real numbers R.
The choice of an appropriate reward function depends on how
effectively it can discriminate the changes happening in the
environment when a control action is applied. As explained in
the Subsection IV-A, our aim is to maximize the performance
under a given PCAP. By negating the power consumption
measured at time t during each of the sampling instance, we
can easily take care of the power reduction i.e., R(s, a) =
−measured power(t). This reward function penalizes an
action that can lead to an increased power consumption, but
at the same time ignores its effect on performance.

An alternate choice could be R(s, a) =
−measured power(t) + progress(t), however, this
is not a good choice for a reward function since it fails to
record the trends in the power and performance. For example:
A higher progress at a lower PCAP cannot be differentiated
from another that may return a lower progress at a higher
PCAP. Therefore, a suitable choice of reward function that
can differentiate these modes of power and performance is
R(s, a) = progress

measured power .
To give extra emphasis on the reduction of power, we

decided to consider the following reward function consisting



of a linear combination of the total measured power and the
instantaneous progress to PCAP ratio:

R(t) = −c1 ∗ PCAP︸ ︷︷ ︸
minimize consumed power

+ c2 ∗
progress(t)

measured power(t)︸ ︷︷ ︸
maximize performance per watt

(4)

where c1 and c2 are scaling factors which we will determine
by observing a large number of training performances. In
the mathematical model developed using the static charac-
terization in Equation 2, the measured power is computed
as measured power = e−α(a.PCAP+b−β) which we will
be using for the learning process. We tested our algorithm
with a variety of values for c1 and c2 and observed that more
than one value exists as a valid candidate for c1 and c2. One
interesting combination which we used for the training and
testing is c1 = 0 and c2 = 4.44 which focused only on the
maximization of the performance under the given power cap.
Therefore, under the present simulation conditions, a reward
function of R(s, a) = progress(t)

measured power(t) is expected to be
equally good when compared to an enhanced power reducing
reward function given by Equation 4.

D. RL Agent Training

The RL system is trained using the mathematical model
given by the Equation 3 which is linear in nature. Here,
we follow a model-based training approach that is used in
a variety of applications [24]. A model-based training has the
advantage of not risking the safety and stability of hardware
while evaluating a variety of control actions. Therefore, while
training, we used the entropy term of the PPO agent to enable
exploration. This helped in learning an optimal policy faster.
The flow diagram in Figure 2 shows the general idea employed
under the training using the mathematical model.

state(tk+1) Mathematical Model state(tk)

Reward Function (R(tk+1))

PPO RL agent

Environment

action(tk)

reward

Fig. 2. Training of the RL-agent as described in the paper. The RL-agent
receives a reward, for every action it takes, calculated using the values of state
variables obtained from the mathematical model.

V. EMPIRICAL EVALUATION OF REINFORCEMENT
LEARNING APPROACH

This section presents details of evaluating our approach for
its efficacy in meeting its objectives. First we present the
criteria using which we evaluate the proposed method for
controlling a data center compute node. We then present the
results and our analysis.

A. Evaluation Strategy

We compare here the total time taken for executing the
workload and the total energy consumption during that period,
with two standard operating conditions of a data center com-
pute node. The evaluation consists of the following analysis
based on which we draw conclusions about the efficiency
(percentage value of increase or decrease in the execution time
and power consumption) of the proposed method:

• A comparative analysis of the proposed RL-based con-
trol method with the PI controller proposed in prior
work [18],

• A comparative analysis of the RL-based control with the
efficiency of the system with minimum and maximum
power caps,

• A repeatability analysis of the experiment on the same
compute node, and

• A repeatability analysis involving different compute
nodes.

For the comparative analysis with the PI controller, we test
our RL agents that are trained using a variety of reward
functions and generated using varying values of c1 and c2
while running the benchmark application. Similarly we use the
optimal controller among these trained models to control the
PCAP, while running the benchmark application, and compare
it against the maximum and minimum PCAP runs. We repeat
this experiment 10 different times on a node to analyze
the statistics associated with the results. We also test the
algorithm on different nodes and analyze the statistics for the
repeatability of the results on varying hardware. Through these
evaluations, we also comment on the execution time, total
power consumed, and the related statistics for each experiment.

B. Implementation of RL Agent and Experimental Platform

The code for the training and testing the algorithms are
written in Python3 with the required support packages in-
stalled on the Nix-environment manager [25]. [26] introduces
a Python3-based software package called stable-baselines-3
(SB-3) that give users a leverage to code RL algorithms
seamlessly. With the support of PyTorch [27], we developed an
easy to implement architecture for all the standard RL methods
shown in the literature.

The RL agent resides inside the the Argo Node Resource
Manager (NRM) stack [7]. Argo NRM is an infrastructure
developed as part of the U.S. Department of Energy Exascale
Computing Project called Argo, for the design of node-level
resource management policies. It provides users an easy-to-
use and a unified interface (through Unix domain sockets), to
the various monitoring and resource control knobs available
on a compute node (e.g., RAPL, performance counters).

All experiments in this paper were performed on
Skylake compute nodes using the STREAM benchmark.
STREAM [28] is a standard application benchmark com-
prising a set of simple, portable programs that can be used
to measure memory bandwidth on a variety of computer
systems. The benchmark measures the memory bandwidth for



four different types of operations: copy, scale, add, and triad.
STREAM is chosen as it is representative of memory-bound
phases of applications and shows a stable behavior. STREAM
is also easy to modify into an iterative application: its four
kernels are ran a configurable number of times in a loop, with
a heartbeat being reported to the NRM each time the loop
completes, i.e., after one run of the four kernels.

All four tests are performed on arrays of floating-point
numbers and the results are reported in terms of the achieved
memory bandwidth (in bytes/second). The problem size is set
to 33,554,432 with 10,000 iterations for the experiment during
its evaluation. In the context of the STREAM benchmark, the
problem size refers to the amount of data in bytes that will be
used to execute the benchmark. The problem size can be varied
to measure the memory bandwidth at different data set sizes.
The iterations refer to the number of times that the benchmark
will be executed for a given problem size, and the results of the
iterations are averaged to reduce the impact of measurement
variability. Typically, a large number of iterations are used to
obtain accurate and consistent results.

Note that availability of RAPL actuators and sensors on the
compute nodes are important for our experiments. Moreover,
each node should have a reasonable range of operation region
under the given power cap before it attains saturation so
that a number of them can execute the STREAM benchmark
seamlessly. We use Chameleon Cloud [29], a server facility
made available for researchers to perform experiments that
requires low-level access to hardware. Hosted on a variety
of locations spanning across the country, it offers hardware
components of various specifications. We use the Skylake
nodes from the available servers for our experiments that use
an Intel Xeon Gold 6126 processor with 12 dual threaded
cores. Above all, it belongs to the modern series of the Intel
processors with RAPL actuators and sensors.

C. Experiment Details

For the first part of the experiment involving the static
characterization, described in the Subsection IV-B, we used
a Chameleon Cloud node to run the STREAM benchmark
while the daemon collected the progress measurement. We
actuated the RAPL power knobs with test PCAP values in the
form of step signals. A total of 17 step signals were given
and the progress values were calculated using Equation 1 and
recorded once the steady state was attained. We then collected
these datasets consisting of the PCAP-progress pairs and used
the Scipy line fitting algorithm to obtain the best fit equation.
Figure 3 depicts the non-linear and linear representations
of data points and the curve that was obtained using static
characterization, respectively. The parameters obtained after
the line fitting are given in Table I.

In the next part of the experiment, the obtained parameters
were used in the mathematical model shown in Equation 2 for
generating the next state (progress) in response to an action
(PCAP). We employed a PPO-RL agent, to generate a policy
and execute it on the mathematical model thereby generating
the next state followed by the corresponding reward given
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Fig. 3. Mathematical model of an HPC node representing the non-linear
and the corresponding linear relations existing between PCAP and progress,
obtained using static characterization, showing the data points (red ’×’) and
the best fit curve (black ’−’).

Description Notation Unit Value

RAPL slope a [1] 0.95
RAPL offset b [W] 0.15

α [W-1] 0.041
power offset β [W] 24.3
linear gain KL [Hz] 47.9
time constant τ [s] 1/3

TABLE I
MODEL PARAMETERS OBTAINED USING STATIC CHARACTERIZATION OF

AN INTEL XEON GOLD 6126 PROCESSOR.

by Equation 4. At this point, we would like to bring to the
reader’s attention that we are not running the application nor
the NRM daemon while using the mathematical model. We can
implement this training algorithm on any standard processor
and do not require any specific hardware. Therefore a simple
Python code deploying the PPO-RL agent evaluated the policy,
followed by periodic updates which assured its convergence
to an optimal value.

For determining the best reward function that could generate
an optimal policy, we performed the training using different
reward functions, obtained by varying the c1 and c2 in the
Equation 4. We then collected all the models and tested it
on the mathematical model to determine its impact on the
theoretical performance and power, and determined the region
of interest. We also tested these models on the hardware
running the application and daemon to compare it against the
PI controller.

Having determined the optimal reward function, we used
the optimal model on the hardware for testing followed by
evaluation. For the testing and evaluation, we reintroduced the
hardware and the workload to execute, with the help of NRM.
This time, the trained RL-agent provided the PCAP for con-
trolling the power knob of the RAPL actuators. Following this,
the corresponding progress values were measured and fed back
into to the RL network to compute the next PCAP. This cycle



is repeated till the entire work load is finished execution. We
repeated the experiment for a variety of scenarios described
in the SubsectionV-A.

D. Empirical Results and Discussion

In this section we will explain the results obtained after
following the experiment design described in the previous
section. We will also perform the evaluation of the algorithm
followed by the interpretation of the results obtained.

Firstly for choosing an appropriate reward function we
trained the RL-agent using the reward function given by the
equation (4) with varying values of c1 and c2 followed by
testing on the mathematical model for its performance. The
theoretical values of performance (execution time) and the
total energy consumed during the execution, were obtained
using the control generated by each of the agents and are as
shown in the Figure 4. By using a series of values for c1 and c2
starting from 0 followed by increments of 0.1, till 10, we were
able to observe the variations in the performance and power
for each of the designed reward. As expected we obtained a
combination of values for c1 and c2 that yielded respective
results ranging from the fastest to the slowest performance as
shown in the figures 4. Observing the figure we can see that
there is a point in the maximum curvature region (marked in
blue circle) in figure 4 that can be considered as an ideal region
to look for a candidate reward function. This point corresponds
to the minimum energy consumption and the maximum per-
formance. Note that, there were a couple of ideal candidates
for the reward function that repeated across multiple execu-
tion of this experiment, for example, (c1=1.052,c2=2.22) and
(c1=0,c2=4.44) gave the same responses. We chose the model,
that was obtained after training using the reward function,
R(t) = −1.052PCAP (t)+2.22 progress(t)

measured power(t) , as the RL-
agent to control the HPC nodes during the testing phase.
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Fig. 4. A Pareto of execution time vs energy consumed, generated by varying
the RL-agents trained with different reward functions. The x-axis shows the
total energy consumed during the execution, and the time of execution is
plotted on the y-axis. The ideal characteristics are inside the blue circle.

E. Analysis of Results

Before we proceeded with the analysis and evaluation of
the proposed optimal controller for the PCAP, we needed to
verify its performance by comparing it against the existing
PI controller. For that, we needed to run both the algorithms
on the same machine. We first executed the PI controller

on the HPC node with varying set-points as shown in the
Figure 5. The pareto of points with gradients of colors ranging
from yellow to blue depicts the result obtained for the PI
controller with varying setpoints. The setpoint was specified
using the parameter ϵ, representing the allowed tolerance in the
maximum performance value. The ϵ value was varied from 0
to 0.6 randomly, during the experiments using PI controller.
The shortest execution time of 240s (corresponding to faster
execution) was obtained at an energy consumption of 36kJ at
an ϵ value of 0.1. The setpoint value is expected to change
based on the hardware being tested, whose dependency on the
controller is being removed while using an RL controller. We
then tested the trained RL controllers on the same hardware
running the application and created a similar pareto of points.
In the Figure 5, the red points represent the response of the
HPC node controlled using the trained RL-agent. We observed
that the optimal region consisted of points vary close to the
best performance obtained using the PI controller. It was
observed that the R(t) proposed in the previous subsection
fell within a closer range of the best performance.
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Fig. 5. Plot showing the comparison of PI controller with varying setpoints
(values for 1 − ϵ) and RL controller for varying reward functions. The PI
control objective is given as a degradation factor ϵ, that is, the tolerable loss
of performance

Through these comparisons we were able to justify the
use of a trained RL-agent as an optimal controller aimed
to minimize the power consumption. Using the proposed RL
controller, we were able to regulate the HPC node performance
around those regions of operation, where a PI controller was
regulating the performance, given a user-defined set-point. We
also were able to excite the HPC node at some other regions
where a slower response was obtained but at a very low energy
consumption. We will now look for points where optimal
performance and power consumption was recorded and will



check for the repeatability of the experiments using the same
hardware as well as different hardware.

We used the RL-agent trained using the reward function
chosen previously, for the remaining part of the experiment
consisting of:

• Repeatability on the same node and
• Repeatability on different nodes.
Within each of these analysis, we considered two different

scenarios to compare with the performance of the proposed
method, namely:

• Maximum PCAP: allowing the node to utilize the maxi-
mum allowed capabilities of the system,

• Minimum PCAP: limiting the performance, by allowing
only the minimum power at the actuators.

For the analysis of the repeatability of the experiment
on the same node, we conducted a total of 30 executions
of the experiment with RL controller being used for 10 of
the executions. In the remaining 20 executions we used the
maximum allowed and minimum allowed values for the PCAP
to record the statistics. We didn’t consider the PI controller
for the comparison here, since we are only evaluating the
repeatability of the proposed method. We then observed the
statistics associated with each set of executions and the values
are tabulated. Figure 6 depicts the results of the experiment
with the execution time plotted against the energy consumed
during the each of the experiments. Figure 7 shows the values
of instantaneous PCAPs sensed during each time step, by the
RAPL sensors for three different executions using maximum,
minimum and optimal PCAP respectively. In Figure 6,
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Fig. 6. Comparison of the execution-time and the energy consumed during
the execution of the experiments performed on the same hardware employing
three different methods. The statistics of the executions are shown in the table
II
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Fig. 7. Instantaneous power vs time-steps plots for a single execution of the
experiment using optimal, maximum and minimum PCAP controllers.

ensuring the maximum PCAP for the RAPL actuators, that
put no limit on the amount of energy drawn into the system,
the workload execution was completed in 245s. But when we
look at the total energy consumed over the period it was in
the range of an average value of 60.97kJ. On the other hand,
enforcing the minimum PCAP on RAPL actuators, the power
consumption was minimal, i.e in the range of an average value
of 47.49kJ of energy, but compromising on the total execution
time which lasted for 501.14s. On the other hand, the RL
based controller was able to limit the power consumption and
comparable execution time. It was observed that the average
power consumption, over 10 experiments using the optimal
PCAP, was 48.23kJ, while the average execution time was
261.19s. This shows a reduction of 21% on the consumed
power, while the performance was compromised only by 6.5%.
The statistics of the experiment are given in the table II

Minimal Maximal Optimal

µ Execution Time [s] 501.14 245.23 261.19.
σ Execution Time 26.20.21 3.6 5.89
µ Energy Consumption [kJ] 47.49 60.97 48.23
σ Energy Consumption 1.98 0.77 0.744

TABLE II
STATISTICS OF REPEATABILITY USING THE SAME NODE OVER 10

EXECUTIONS. µ AND σ DEPICT MEAN AND STANDARD DEVIATION
RESPECTIVELY.

For the next part, we performed a total of 21 exections
consisting of 7 sets with 3 executions each with maximum,
minimum and optimal PCAP. Each set was exectuted on
different hardware. We made the reservation for 7 nodes
from the Chameleon Cloud using a single lease in-order to
assure diversity in hardware. The results of the execution was



then gathered for analysis of its statistics. Figure 8 shows
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Fig. 8. Comparison of the execution-time and the energy consumed during
the execution of experiments, performed on different nodes using the three
methods. The statistics of the executions are shown in the table III

the obtained results of the experiment. It was observed that
the proposed RL based controller was able to bring down
the energy consumption by 19.7% at a cost of 7.3% in
performance. It was also observed that the variance among
each set of the experiments have gone high due to the changes
in hardware, but in effect the optimal controller performed
with the minimum variance. The related statistics are presented
in the table III. Through the repeatability experiments we were

Minimal Maximal Optimal

µ Execution Time [s] 459.14 242.85 260.28
σ Execution Time 40.21 8.25 12.03
µ Energy Consumption [kJ] 43.3 59.52 47.78
σ Energy Consumption 3.78 3.77 2.22

TABLE III
STATISTICS OF REPEATABILITY OVER 5 EXECUTIONS ON DIFFERENT HPC

NODES. µ AND σ HAVE THE USUAL MEANING.

able to prove the reliability of the proposed approach for gen-
erating an optimal control for HPC nodes. We were also able
to verify that the energy consumption reduction is consistent
throughout its execution irrespective of the hardware.

VI. CONCLUSION

This paper addresses the problem of managing power con-
sumption in heterogeneous data center compute nodes by
focusing on the potential of dynamically adjusting power
across compute elements to save energy with almost no
impact on performance. Our approach involves model-based
reinforcement learning that learns using a mathematical model,
which is generated using static characterization of a specific

hardware node running a standard application benchmark. The
control of the hardware, then uses the trained RL agent to
ensure optimal performance. Experimental validation shows
promising results for systems running a memory-bound bench-
mark. The repeatability of results showed a standard deviation
of 5.89 with a mean energy consumption of 48.23 kJ during
261.19s of mean execution time. These results indicate that
the RL-based approach can serve as an alternative to the PI
controllers used in our past experiments in order to remove the
dependency on operational setpoints. The approach presented
in this paper is most suitable for cloud providers and high
performance compute node administrators who seek solutions
to reduce power consumption of their server resources yet
not impact application performance. In our future work, we
aim to resolve the dependency of the proposed work on the
mathematical model for training. We also seek to design a
generalized RL-based controller, controlling PCAPs on nodes
executing a variety of applications.
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